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Why Machine Learning Models

o Big data applications, e.g., base on Apache Spark framework, are rapidly
growing
o Hundreds/thousands of stages

o Growing interest also on Deep Learning, e.g., Convolutional Neural
Networks
o Training on GPGPUs, thousands of cores in a single computational node

o Scalability issues of traditional analytical models

o Current focus:
o Develop a benchmarking suite to automate the generation of performance
profiles for ML training

o Develop a library to automate the training of ML models and their hyper-
parameter tuning
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Sparkbench Library Extension 3

Data Generation Algorithm

Logistic Regression ✓ ✓
Linear Regression ✓ ✓
Random Forest ✓ ✓
Spark DL ✓

Similar toolchain 
based on TPC-DS & 

CNNs



Machine Learning Model Library 4



• Workloads: 
• TPC-DS - the industry benchmark for data warehouse systems
• Sparkbench library
• CNNs training on TensorFlow and Pytorch

• Platforms: 
• Microsoft HDInsights on Azure - cloud computing service of Microsoft
• IBM Power8 Cluster – dedicated cluster

• Evaluation Metrics:
• Mean Absolute Percentage Error

• Fraction of Large Error
• Experiments:

• Interpolation and Extrapolation capabilities
• Regression Models:
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ML results - Spark 6

Data Size in 
Train/CV Set

Data Size in 
Test Set

1 250 GB 250 GB
2 750 GB 750 GB
3 1000 GB 1000 GB
4 250 and 750 GB 1000 GB
5 250 and 1000 GB 750 GB
6 750 and 1000 GB 250 GB

@1 TB
Conf 3

TPC-DS



ML results - GPGPUs 7
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Batch Size Extr.

GPUs number Extr.

Extrapolation goals:
• Change the batch size
• Exploitation of new hardware
• Training of new versions of a CNN

Extr. Inner Modules number



Thank you
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